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PAPER

Template Matching Method Based on Visual Feature Constraint
and Structure Constraint

Zhu LI†a), Kojiro TOMOTSUNE†b), Yoichi TOMIOKA†c), and Hitoshi KITAZAWA†d), Members

SUMMARY Template matching for image sequences captured with a
moving camera is very important for several applications such as Robot
Vision, SLAM, ITS, and video surveillance systems. However, it is difficult
to realize accurate template matching using only visual feature information
such as HSV histograms, edge histograms, HOG histograms, and SIFT
features, because it is affected by several phenomena such as illumination
change, viewpoint change, size change, and noise. In order to realize robust
tracking, structure information such as the relative position of each part
of the object should be considered. In this paper, we propose a method
that considers both visual feature information and structure information.
Experiments show that the proposed method realizes robust tracking and
determine the relationships between object parts in the scenes and those in
the template.
key words: template matching, visual feature constraint, structure con-
straint, linear assignment, genetic algorithm

1. Introduction

Template matching for image sequences captured with a
moving camera plays an important role for motion picture
analysis. Template matching is required for many applica-
tions such as Robot Vision, simultaneous localization and
mapping (SLAM), intelligent transport systems (ITS), and
video surveillance systems. Moreover, it is useful for the
motion analysis of moving objects if the relation between
the parts in the template image and the corresponding parts
of the object in the current frame can be obtained.

Many algorithms that employ visual feature descriptors
such as HSV, HOG, and SIFT have been proposed for tem-
plate matching applications. For example, Mean-Shift [1]
and Particle Filter [2], [3] are very popular in current re-
search. In general, Mean-Shift calculates the similarities
between templates and objects by distance measure on HSV
histograms. In the algorithm of Particle Filter, the weight of
each particle describes its likelihood and the weights of all
particles represents the estimate of the posterior. The weight
of each particle can be computed using many methods, one
of them is template matching which normally calculates the
similarities by using HSV histograms. However, matching
becomes unstable when the visual features of the object in
the current frame are affected by changes in its environment,
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which is very common for image sequences of real outdoor
data. As shown in Fig. 1, template matching in such a situ-
ation poses several challenges such as illumination change,
viewpoint change, size change, and noise. These phenom-
ena lead to inaccurate template matching because they con-
siderably alter the visual features of the object in the current
frame from those of the template.

In order to resolve such issues, several studies have
been conducted with the aim of determining a feature de-
scriptor that is robust to changes in the environment. The
SIFT [4] feature is robust to many conditions and can obtain
the relation between each part of an object and the corre-
sponding part of the template. However, in general, certain
parts in the image do not contain discernible feature points.
Moreover, the descriptor is not always stable when the vi-
sual features of the object in the current frame change.

Even though the visual feature information of certain
parts of an object is completely different from that of the
parts of a template, the similarity between the part of the
object and the corresponding part of the template can be
clear to the human eye. We believe that human beings make
this inference based on the assumption that the structure of
an object does not change radically. We refer to this as-
sumption as the structure constraint. On the other hand, the

Fig. 1 Images on the right are templates. Images on the left are current
frames that include the object with illumination change, viewpoint change,
size change, and noise.
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constraint derived from camera input in the form of similar-
ities obtained using HSV, HOG, and SIFT is referred to as
the visual feature constraint in this paper. For tracking and
matching a moving object, both visual feature and structure
constraints are indispensable.

In this paper, we propose a method that employs both
visual feature and structure constraints. This method for-
mulates the template matching problem as a block matching
problem. Visual constraint is expressed in terms of the dis-
tances between the visual similarities of the blocks. Struc-
ture constraint is expressed by the total absolute change of
distance between blocks in the same object. The matching
problem is a quadratic assignment problem that is NP-hard.
Presently, there is no effective method to solve this problem
within a short processing time. Therefore, we adopt genetic
algorithm [5] to search the approximate solution.

Some related studies have reported the use of the spa-
tial constraint. The traditional optical flow method [6] that
uses smoothness term is not applicable to frames where ob-
ject motions are very large. In [7], a large displacement op-
tical flow estimation method based on regions has been pro-
posed. This method uses the orientation histogram and RGB
color as descriptors of a region, and it avoids outliers by con-
sidering spatial smoothness. It is affected by environmental
change. Graph structure based methods [8], [9], which per-
form graph matching between 2 sets of feature points, are
only applicable to the situations wherein the structure of the
graph of objects changes slightly. These methods are not
applicable if the graph structure of the target object in the
scenes cannot be created. This problem is very common
because stable feature points cannot always be extracted
from the target object in scenes. On the other hand, our
method, which does not require the graph structures of the
moving object exhibits higher robustness. Another related
study is shape tracking. For example, the method in [10] and
[11] use level sets to track contour of moving objects. The
method [12] calculates similarity by the combination of four
features which are HSV, vertical edge, horizontal edge, and
diagonal edge. Different from these methods, our method
that focus on the structures of objects can obtain motion of
each part of an object.

The remainder of this paper is organized as follows. In
Sect. 2, we explain the block matching process with consid-
eration of the visual feature constraint. In Sect. 3, we de-
scribe our method for determining structure similarity. In
Sect. 4, we describe how to solve the optimization problem
by adopting genetic algorithm. The results of experiments
are presented in Sect. 5. Real-time tracking requires a large
amount of computational resources. We explain that our
method is suitable for parallel processing in Sect. 5. Finally,
in Sect. 6, we provide concluding remarks.

2. Exclusive Block Matching for Template Matching

In this section, we describe the exclusive block matching
method for template matching considering the visual feature
constraint.

2.1 Basic Cost Matrix for Template Matching Considering
Visual Feature Constraint

In this subsection, we explain the method for creating the
basic cost matrix for template matching which is similar to
our previous study in [13]. We assume block matches in
such a way that matched blocks in the current frame are
mutually exclusive. First, we scan the current frame and
template image by block to convert the images into one-
dimensional data. If we assume that the block size is n × n
pixels and that the width and height of the current frame are
w and h, respectively, then the number of blocks, N, is given
by the equation N = w/n × h/n; shown in Fig. 2. Next,
we scan the template blocks in the same way. The parts
that belong to the background are eliminated by a mask. If
more than half the pixels of a block are background pixels,
this block is eliminated. Let us suppose that the number
of blocks in the template is M. We build an M × N array
that consists of visual feature similarities (actually differ-
ence measure or distance [2]) between the current frame’s
blocks (Curr Blk) and the template’s blocks (Temp Blk).
The matrix is shown in Fig. 3. Next, one-to-one matching
between Curr Blk and Temp Blk should be performed in
such a way that the total distance is minimized.

Fig. 2 Scanning of the current frame and template into one-dimensional
data.

Fig. 3 Basic cost matrix for template matching.
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2.2 Expansion of Basic Cost Matrix Considering Vanish-
ment and Scale Variant

When the scale changes or target object is occluded by other
objects, it is impossible to realize one-to-one matching. In
order to solve these problems, we expand the basic cost ma-
trix.

If the object is scaled up in the current frame, blocks
of the template are matched with the most similar blocks of
the object in the current frame, as shown in Fig. 4 (a). When
the object is scaled down, the presence of similar blocks in
the current frame results in inaccurate matching, as shown
in Fig. 4 (b). In order to solve this problem, we expand the
cost matrix. When the object is scaled down in the scene,
the number of blocks in the object image decreases from M
to Mmin. The multiple K is calculated by the equation K =[

M
Mmin

]
. In practical experiments, we set the value of K to 3,

which means that the number of blocks in the object image
can decrease from M to M

3 . Figure 5 illustrates an example
where K = 3. The array of the current frame is expanded
to 3 × N by adding 2 current frames. The elements of the
Current frame 2 and Current frame 3 arrays are the same as
those of Current frame 1 array. Next, we add a Vanish array
that consists of a predetermined threshold value, as shown
in Fig. 5. In the Vanish array, only the diagonal elements can
be selected. If a block is matched with this part of the cost
matrix, it is regarded as a vanishing block. The final size of
the cost matrix becomes M × (3 × N + M). The arithmetic
expression is written down as follows:
Minimize

Fig. 4 Examples of Scale Variant. Blocks of the template are matched
with the most similar blocks of the object in the current frame when the
object is scaled up as shown in (a). Scaling down the object as shown in
(b), results in inaccurate matching.

Fig. 5 Expansion of cost matrix for template matching.

C =
M∑

i=1

K×N+M∑

j=1

pi jci j, (1)

subject to

K×N+M∑

j=1

pi j = 1 i = {1, 2, . . . ,M},

M∑

i=1

pi j ≤ 1 j = {1, 2, . . . ,K × N + M},

pi j = {0, 1},

ci j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dist{Templatei,Current j}
i = {1, . . . ,M},
j = {1, . . . ,K × N},

threshold for vanishing

i = {1, . . . ,M},
j = {K × N + 1, . . . ,K × N + M}.

K: K =
[

M
Mmin

]
. M is the number of blocks in the template,

and Mmin is the assumed minimum number of blocks in
the target object.

dist{Templatei,Current j}: Distance between block i of the
template and block j of the current frame.

threshold for vanishing: A predetermined threshold value.
If this value is matched, this block is regarded as van-
ishing.

This is a type of linear assignment problem and can be
solved by the Hungarian method [14].

2.3 Calculation of Similarity

2.3.1 Visual Feature Similarity

In our study, the visual feature similarity between 2 blocks
is calculated by the combination of three measures. It is
calculated as follows:

ci j = αDHS V + βDHOG + (1 − α − β)DHOG Context , (2)

ci j represents the similarity between block i in the template
and block j in the current frame. DHS V and DHOG are, re-
spectively, the distances between the HSV histograms [2] of
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Fig. 6 Example to show the calculation of HOG Context histogram.

two blocks and HOG histograms [15] of two blocks. We
also introduce the HOG Context histogram described in the
next subsection in order to reflect the oriented gradient in-
formation around the blocks. This is an enhancement of
the GLOH method [16]. In order to improve the processing
speed, we use the HOG feature instead of the SIFT feature.
In Eq. (2), DHOG Context is the distance between two HOG
Context histograms, those of block i and block j. α and β
are weighting factors. In this paper, all distances are calcu-
lated using the Bhattacharyya distance.

2.3.2 HOG Context Histogram

Here, we describe the approach to calculating the HOG Con-
text histogram for template matching. HOG features and
HOG context histograms are different in two points.

1. HOG context histograms reflect the oriented gradient
information around blocks.

2. HOG context histograms reflect relative positions of
HOG features by using shape context descriptors.

For a block of the template, the area around it is di-
vided into r × θ sub-areas, as shown in Fig. 6 [17]. We cal-
culate the gradient and orientation of each pixel. The orien-
tation is divided into h directions. The number of sub-areas
in Fig. 6 is 16 (r = 2, θ = 8) and the number of directions
h is 9. Therefore, the number of bins of the HOG Context
histogram becomes 144 (16 × 9). If the position of a pixel
within a sub-area is inside the template, the pixel on this po-
sition is considered in the calculation of the HOG Context
histogram. Similarly, the pixel on the same relative position
in the current frame is calculated for the HOG Context his-
togram. Figure 6 illustrates two examples. For sub-areas
8 and 14, only the pixels within area a and b are available
to calculate the HOG Context histogram. Next, each avail-
able pixel casts a weighted vote for an orientation-based his-
togram bin based on the values of the gradient.

Fig. 7 Variations in the relative positions are calculated from the norm
of the difference of two vectors.

3. Block Matching based on Both Visual Feature Con-
straint and Structure Constraint

As described in the introduction, the structure constraint,
which assumes that the relative position of blocks does not
change abruptly, is indispensable for template matching.
Here, we will explain the formulation of the structure con-
straint.

The relative positions of the blocks can be expressed
using vectors. Therefore, we adopted norm of difference of
two vectors to calculate the variations in the relative posi-
tions of blocks. In Fig. 7, template’s blocks Qi and Qj are
matched with the current frame’s blocks Pi and Pj, respec-

tively. The vectors −−−→PiPj and −−−−→QiQj represent relative posi-
tions. Then, the variations in the relative positions are cal-
culated from the norm of the difference of two vectors as
follows:

S i j = ‖−−−→PiPj − −−−−→QiQj‖. (3)

Next, the total structure variation is calculated by the fol-
lowing equation:

S =
M∑

i=1

M∑

j=1

S i j. (4)

Considering both the visual feature and structure constraints
simultaneously, the optimization problem can be expressed
by the following equation:

E = w ∗C + S , (5)

where C is the total cost of visual feature distances in
Eq. (1), S is the total structure variation in Eq. (4), and w
is a weighting factor.

4. Solution of Optimization Problem by Adopting Ge-
netic Algorithm

The optimization of E in Eq. (5) becomes a quadratic as-
signment problem that is NP-hard. As there is no effective
method for solving this problem within a short processing
time, we adopt genetic algorithm (GA) to search for the ap-
proximate solution in this paper.
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4.1 Genetic Algorithm for Block Matching

In this subsection, we explain the outline of the GA. First,
we create a square cost matrix with dummy values. The real
size of the cost matrix is (K × N + M) × (K × N + M). For
convenience in explanation, we assume that (K × N + M) =
8 and provide an example of an 8×8 cost matrix, as shown in
Fig. 8 (a). Two rows are filled with dummy values. Next, a
candidate solution is encoded to create individuals, as shown
in Fig. 8 (b). The next step involves generation of new in-
dividuals. As shown in Fig. 9, we employ order crossover
(OX) [18] for crossover processing and exchange mutation
(EM) for mutation processing. The fitness of an individual
is calculated according to Eq. (5). Here, the part of the cost
matrix with dummy values is not employed in the calcu-
lation of fittness. Tournament selection is then employed to
select individuals with the best fitness to form a new popula-
tion. The generation process is repeated until a fixed number
of generations has been reached.

Fig. 8 Example of encoding candidate solution. The part of the cost ma-
trix with dummy values is not employed in the calculation of fittness.

Fig. 9 Order crossover and exchange mutation.

4.2 Improvement of Genetic Algorithm

A normal GA generates initial individuals randomly to form
an initial population [5]. In this study, we first solve the
matching problem of Eq. (1). This result is employed for
generating initial individuals.

It is still very difficult to search the approximate solu-
tion because the convergence becomes very slow when the
size of cost matrix is huge. However, the smaller the size of
block, the more details of the object in the current frame the
matching can provide. In order to improve this problem, two
kind of techniques are adopted. First, instead of searching
all the blocks in the original cost matrix, we select M (the
number of template blocks) blocks with top M similarities
from every row of the basic dense cost matrix in Fig. 3 to
generate a sparse cost matrix as shown in Fig. 5. Elements
selected from the parts of current frames 2 and 3 are the
same as those selected from current frame 1. Then, the GA
is performed in the sparse cost matrix. Second, we employ
an image pyramid method to perform template matching.

The flow of our proposed method is described as fol-
lows:

1. Scan the current frame and template image by block
with block size 16×16 pixels and create the cost matrix.

2. Solve the matching problem of Eq. (1) as a linear as-
signment problem to obtain the optimal matching of
the visual feature constraint. The solution is encoded
to generate the initial individuals for the GA.

3. Create a sparse cost matrix. Perform the GA to search
the approximate solution considering both the visual
feature and structure constraints. Here, we assume that
the extracted block set in the current frame is B1.

4. Perform the morphological operation of dilation on B1

and obtain a block set B2 which is the candidate block
set for the next step. This processing ensures that B2

includes blocks of B1 and their neighboring blocks.
5. Scan the area of B2 and the template into one-

dimensional data by block with block size 8× 8 pixels.
Create a cost matrix using these blocks.

6. Perform the GA to search the approximate solution
considering both the visual feature and structure con-
straints.

5. Experimental Results

In this section, we report the experimental results of the pro-
posed method.

5.1 Parameters of Experiments

In our experiments, we employ two groups of data. One
is our data set containing outdoor scenes and the other is
the benchmark data set from [19]. We normalize the Bhat-
tacharyya distance in the range from 0 to 1000. All parame-
ters are listed in Table 1. We determine the appropriate val-
ues of these parameters through experiments on data shown
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Table 1 Parameters of experiments.

Image size 320 × 240 r of HOG Context histogram 3 Population size of GA 500
Block size 16 × 16 pixels/8 × 8 pixels θ of HOG Context histogram 16 Crossover rate of GA 0.8
α in Eq. (2) 0.25 h of HOG Context histogram 9 Mutation rate of GA 0.5
β in Eq. (2) 0.25 Number of bins of HSV histogram 110 Number of generations of GA 200
w in Eq. (5) 30 Number of bins of HOG histogram 9
K in Eq. (1) 3 Threshold for vanishing in Eq. (1) 600

PC for experiments Core 2 Duo 3.00 GHz PC with 2 GB RAM, WindowsXP

Fig. 10 Images on the left are results obtained by minimizing visual fea-
ture distances for block size 16 × 16 pixels. Images on the right are re-
sults obtained by minimizing both visual feature distances and structure
distances by pyramid processing for block size 8 × 8 pixels.

in Figs. 11 (a) and (b). Then, the parameters are fixed for all
experiments. The processing time is approximately 5 ∼ 10 s
per frame. We aim to improve this processing time using
parallel processing and a hardware accelerator in our future
works. The proposed method is suiable for parallel process-
ing for the following reasons:

1. Since the exclusive block matching uses fixed size
blocks, parallel processing can be employed for almost
all processes of blocks such as extracting features and
calculating similarities.

2. An approximate method called saving-regret [20] is
used for linear assignment problems. This method with
high concurrency can realize high-speed processing.

3. Parallel processing is very efficient for GA because the
processes for different individuals in a population can
be performed simultaneously.

5.2 Experimental Results of Improvement by Optimizing
both Visual Feature Distances and Structure Distances

First, we present some experimental results to indicate how

the proposed method improves matching by considering
both visual feature and structure constraints. Images on the
left side of Fig. 10 show the results obtained by minimizing
only visual feature distances for block size 16 × 16 pixels.
Images on the right side show the final results obtained using
our method for block size 8 × 8 pixels. These results indi-
cate that inaccurate matching occurs frequently when only
the visual feature distance is minimized. Figure 11 shows
the process by which the GA improves matching results by
minimizing both the visual feature and structure distances.
The numbers on the left are generations in GA. Figure 12
shows the variations of fitnesses, i.e., the value E in Eq. (5).
The extracted blocks of these results are then used to per-
form block matching again with block size 8 × 8 pixels.

5.3 Improvement of Convergence Using Sparse Cost Ma-
trix

In this subsection, we employ the data of the knapsack im-
age to make a comparison between the results obtained us-
ing the dense cost matrix and sparse cost matrix. As shown
in Fig. 13, the fitness is reduced very slowly when the GA
is performed for the dense cost matrix. It reaches 235748
in the end of the 1924th generation. On the other hand, the
convergence of the GA is improved significantly when GA
is performed for the sparse cost matrix. It reaches the same
value of fitness in the end of the 651th generation. The fit-
ness value of the 200th generation is 237596 which is only
100.8% of the value of the 651th generation. In order to
maitain the balance between appropriate fitness and amount
of calculation, we set the number of generations of GA to
200 for all experiments.

5.4 Comparison with SIFT Method and Mean-Shift
Method

In this section, we present the results of the comparison of
our method with the SIFT method and Mean-Shift method.
The result of the Mean-Shift method is calculated using the
OpenCV library [21]. The code of SIFT is obtained from
Rob Hess’s website [22]. We adjust the parameters to obtain
the best possible results. According to the results of Fig. 14,
the SIFT feature point could not be extracted from many
areas of the object and there are many instances of inaccu-
rate matching because the feature points are unstable when
the illumination of the environment and the appearance of
the target object change. The Mean-Shift method that cal-
culates the distance on the HSV histograms is affected by
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Fig. 11 Examples to illustrate the enhancement of the matching results using our method, considering
both visual feature and structure constraints. The block size in this step is 16 × 16 pixels. The numbers
on the left are generations in GA. Then extracted blocks of these results will be used to perform block
matching again with block size 8 × 8 pixels.

Fig. 12 Variation of fitness. The vertical axis represents the fitness and
the horizontal axis represents the generation in GA. The block size is 16 ×
16 pixels.

Fig. 13 Improvement of convergence by sparse cost matrix. The vertical
axis represents the fitness and the horizontal axis represents the generation
in GA. The block size is 16 × 16 pixels.
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Fig. 14 Comparison of our method with the SIFT and Mean-Shift
methods.

Fig. 17 Comparison with Kalal’s method.

these problems as well. Our method realizes accurate track-
ing and obtains the corresponding relations between objects
and templates.

5.5 Experimental Results of Outdoor Data and Benchmark
Data

Finally, we present two groups of experimental results. One
is the result of our data sets of real outdoor scenes in-
cluding the tracking of a knapsack, two cars, and a per-
son. There are many challenging issues in these image
sequences. In Fig. 15 (a), illumination conditions change
abruptly. In the data of Fig. 15 (b), there are many similar
objects in scenes. Figures 15 (c) and (d) are the tracking re-
sults of image sequences captured by a hand-held camera.
The images appeared blurred because of the movement of
the camera. Moreover, the appearances of the target objects
vary greatly. As can be observed from Fig. 15, our method
realizes robust tracking and the corresponding relations be-

Table 2 Comparison with recent tracking methods in terms of the frame
number after which the tracker doesn’t recover from failure. Results of
these methods are presented in [27] and [28].

Frames [24] [25] [26] [27] [28] proposed method
761 17 94 135 759 761 761

tween objects and templates are obtained accurately. An-
other group of data which is used for face tracking is down-
loaded from David Ross’s website [19]. We test our pro-
posed method by using his data and comparing our method
with his method which is presented in [23]. The results are
shown in Figs. 16 (a), (b), (c), and (d). Our method performs
well even for the frames where Ross’s method fails. Fig-
ures 16 (e) and (f) shows tracking results for another part of
Ross’s data. His results for this part are not presented; there-
fore, we only present the results obtained by our method.
The proposed method tracks target objects accurately for
these challenging image sequences as well.

We also compare the proposed method with recent
tracking methods [24]–[28] using the David sequence in Ta-
ble 2. Results of these methods are presented in [27] and
[28]. These results show performances of P-N tracker [28]
and the proposed method are best. Figures 17 (a) and (b)
are some example frames of tracking results obtained by
the proposed method and P-N tracker. Example frames
of P-N tracker are obtained by using the demo program
which is downloaded from Kalal’s website [29]. According
to Fig. 17, the proposed method shows higher precision and
provides more details of the target object.

The image at the bottom of Fig. 16 (e) is an inaccurate
tracking result. The resason is that the appearance of the tar-
get object varies greatly and the similarities of some blocks
in the scene are higher than those between the template and
the target object. In order to resolve this issue, we will use
the location in the previous frame in our future work.

6. Conclusion

In this paper, we proposed a template matching method that
considers both visual feature and structure constraints. This
method is robust to many problems and can obtain the cor-
responding relations between objects and templates. In our
future research, we will focus on improving the proccessing
time through parallel processing and using a hardware accel-
erator. Moreover, we aim to introduce the spatio-temporal
constraint to further enhance the robustness of the proposed
method.
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