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Abstract. In this study, we investigate the problem of apparent per-
sonality recognition using person’s voice, or more precisely, the way he
or she speaks. Based on the style transfer idea in deep neural net image
processing, we developed a system capable of speaking style extraction
from recorded speech utterances, which then uses this information to
estimate the so called Big-Five personality traits. The latent speaking
style space is represented by the Gram matrix of convoluted acoustic
features. We used a database with labels of personality traits perceived
by other people (first impression). The experimental results showed that
the proposed system achieves state of the art results for the task of audio
based apparent personality recognition.

Keywords: Automatic Apparent Personality Recognition ·
First impression prediction · Speaking style representation ·
Computational Paralinguistics

1 Introduction and Related Works

The interest for Automatic Personality Recognition (APR) has rapidly risen in
recent years as it has many important applications [28], such as products, jobs, or
services recommendation [8,23], mental health diagnosis [6], computer-assisted
tutoring systems [29], social network analysis [2], etc. But since it is very difficult
to infer a person’s true personality, many researchers started to pay attention to
a less complex problem instead: Automatic Apparent Personality Recognition
(AAPR), which is the personality perceived by other people (first impression).
AAPR also has many practical applications since people constantly estimate
other persons personality. For example, if the interviewer’s first impression on
the job candidate is bad, he has lower chance to get the job; The audiences’ first
impression on a YouTuber’s voice also influences whether they continue watching
or close the video.

1.1 The Big-Five Model

The personality, as well as apparent personality, are formally described by five
dimensions known as the Big-Five personality traits [19]:
c© Springer Nature Switzerland AG 2019
A. A. Salah et al. (Eds.): SPECOM 2019, LNAI 11658, pp. 540–548, 2019.
https://doi.org/10.1007/978-3-030-26061-3_55

markov@u-aizu.ac.jp

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26061-3_55&domain=pdf
http://orcid.org/0000-0002-7580-4631
http://orcid.org/0000-0003-1838-4789
http://orcid.org/0000-0003-3424-652X
https://doi.org/10.1007/978-3-030-26061-3_55


Speaking Style Based Apparent Personality Recognition 541

– EXTraversion vs. Introversion (sociable, assertive, playful vs. aloof, reserved,
shy).

– NEUroticism vs. Emotional stability (calm, unemotional vs. insecure, anx-
ious).

– AGReeableness vs. Disagreeable (friendly, cooperative vs. antagonistic, fault-
finding).

– CONscientiousness vs. Unconscientious (self-disciplined, organized vs. inef-
ficient, care-less).

– OPEness to experience (intellectual, insightful vs. shallow, unimaginative).

For personality recognition, the true labels are usually obtained by self-
assessment questionnaire [7], where people rate their own behavior with Likert
scales [1]. While for the apparent personality recognition, the labels are obtained
by other people’s first impression [9].

1.2 Audio Based AAPR

The personality traits can be inferred based on many types of observations, such
as text [17,18,30], audio [20,24], video [22,31], or any combination of them, each
of which has its own applications, depending on the availability of observations
in different situations. For example, the audio based AAPR is very useful for
the producers who make education or explainer videos since the audiences’ first
impression on their voices can largely affect the trustiness and attractiveness of
the videos.

The conventional methods of AAPR from audio typically use a large pool
of potentially prosody features (e.g. Mel Frequency Cepstral Coefficients, pitch,
energy, and their 1st/2nd order temporal derivatives) and “Interspeech 2012
Speaker Trait Challenge” [26] is the first, rigorous comparison of different
approaches over the same data and using the same experimental protocol for
audio based AAPR, where the performances of most approaches depend heavily
on careful feature selection [3,13,21,25]. Many of those features are included in
the open-source openSMILE tool [10] and can serve as baseline for audio based
AAPR. For example, the winner in the ChaLearn 2017 Job Candidate Screen-
ing Competition also used the openSMILE feature configuration that served as
challenge baseline in the INTERSPEECH 2013 Computational Paralinguistics
Challenge, which is 6373-dimensional feature set and was found to be the most
effective acoustic feature set among others for personality trait recognition [12].
In order to learn useful features automatically, deep learning based methods
have also been proposed for audio based AAPR. The audio model baseline pro-
vided by the organizer is a variant of the original ResNet18 model [9], which
was trained on random 3s crops of the audio data and tested on the entire audio
data. However, since the general network architecture is not specifically designed
for AAPR, it doesn’t appear to clearly outperform the conventional methods.
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1.3 Neural Style Transfer

The neural style transfer became popular after the paper [11], where the style
representation of an image is described as the correlation between different filter
responses given by the Gram matrix. The basic idea was developed to classify
image style in work [4], where the VGG-19 network [27] trained on the ImageNet
dataset was used to obtain filter responses at different layers whose Gram matrix
is calculated and transformed into a style vector, which is then classified by an
SVM (support vector machine) classifier.

But the characteristics of audio signals are different from those of the images,
e.g. speech is a sequential signal while the image is a 3D-tensor, and the duration
varies for different utterances. Moreover, the Gram matrix representing styles is
usually calculated from pre-trained networks and might not hold the best fea-
tures for the desired task. In this work, we propose a system that automatically
captures speaking styles for apparent personality recognition.

2 System Description

The proposed system evaluates a speech signal and returns 6 scores for the 5
personality traits and an interview variable (whether a candidate will be invited
for a job interview).

In our neural network, the Gram matrix is not calculated from any pre-
trained networks. Everything is jointly learned from scratch. The overall archi-
tecture is illustrated in Fig. 1.

Fig. 1. Neural network architecture used in our system.

– Input: the input x ∈ Rt×d to our network contains d-dimensional speech
features obtained at t timesteps.

– Target: the learning target t ∈ R6 is a 6-dimensional vector (representing
five traits and the interview variable), whose range is [0,1].

– Convolutional layer: the input x is first fed to a convolutional layer with
f number of filters, k × d kernel size, 1 stride, and “same” zero padding,
resulting in a feature map h ∈ Rt×f . This is intended to automatically filter
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out the silence and extract useful features for computing the speaking styles. A
Rectified Linear Unit (ReLU) activation function is then applied to introduce
non-linearity.

– Gram layer: Gram matrix g is then calculated from the feature map h,
where g = hTh. The lower (or upper) triangular matrix and diagonal are
flattened into a vector g∗ ∈ R(f+1)∗f/2 for the next layer. A Gram layer
actually represents the speaking styles as the correlations between different
channels of the feature maps from the previous convolutional layer.

– Batch norm layer: since the norms of values in g∗ are very big, a batch
normalization layer with a ReLU activation function is added to solve this
issue, resulting in a vector s that represents the speaking styles.

– Fully connected layers: the style vector s is then fed to one or more fully
connected layers (dense layers) with ReLU activation function that further
transforms s to higher level features.

– Output layer: finally, an output layer without activation function follows
the dense layer(s) to produce an output o with 6 dimensions.

– Loss function: We tackle this task as a regression problem, so the mean
squared error (MSE) is used as loss function.

3 Experiments and Results

3.1 Dataset

The dataset used in our experiments was the first impressions data set (CVPR
2017) [9], which comprises of 10,000 clips (with an average duration of 15s)
extracted from more than 3,000 different YouTube high-definition (HD) videos of
people facing a camera and speaking in English. People in videos have different
gender, age, nationality, and ethnicity. Each clip is labeled for the Big Five
personality traits scores along with an interview variable score that recommends
whether a job candidate should be invited for an interview or not.

The train/val/test split used by the CVPR 2017 workshop participants is
6000/2000/2000 and we followed the same protocol (The numbers in parenthe-
sis are the actual number of examples used in our experiments due to data
corruption): train the networks on the trainset (5992), tune the networks using
validation set (2000) to find the best hyper-parameters, with which the networks
are retrained on both train and validation sets (7992), and finally test on the
testset (1997).

For each of the five traits and the interview variable, the performance was
evaluated by the Mean Absolute Error (MAE) subtracted from 1, which is for-
mulated as follows:

E = 1 −
∑N

i=1 |targeti − predictedi|
N

(1)

The score varies between 0 (worst case) and 1 (best case).
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3.2 Low Level Feature Extraction

16kHz audio signals are extracted from the video clips and 13 dimensional Mel
frequency cepstral coefficients (MFCCs) are computed every 10 ms over a 25 ms
window, along with their first and second derivatives and used for our acoustic
feature vector x ∈ R1528×39, where 1528 is the number of timesteps.

3.3 Overall Settings

In all the networks to be trained, every hidden dense layer has 512 nodes and
is followed by a dropout layer with a drop rate of 40%. The kernel size of every
convolutional layer is 3. Each network was trained by 300 epochs using Adam
[16] update method with a learning rate of 1e-4 and a batch size of 16. We chose
300 epochs because the networks after 300 epochs perform fairly well on the
validation set. The L2 regularization with a rate of 1e-4 is also added to the final
loss, which is 10−4

∑
(‖θ‖2)/2 and θ is the weights vector of a layer.

3.4 Our Baseline

In order to verify whether the performance improvement is provided by the
speaking styles captured by the Gram matrix, we also trained networks without
it. We tried recurrent networks with GRU (Gated Recurrent Unit) cell [5] and
found they are not as good as convolutional networks for this task. The net-
works with max pooling layer or more than one convolutional layers didn’t show
improvement either. We found the best network architecture without Gram layer
is the network with one 1D-convolutional layer, one average pooling layer over
all timesteps, one dense layer, and the output layer.

3.5 Results and Discussion

The experimental results of testset in terms of 1-MAE are summarized in Table 1.
The column “System” denotes different DNN configurations. Thus, C(32) stands
for a convolutional layer with 32 filters, P - an average pooling layer over all
timesteps, B - a batch normalization layer with ReLU activation and D - a
dense layer (2D means 2 consecutive dense layers).

Because it is hard to keep the numbers of parameters in the baseline and pro-
posed architectures the same, we tried many hyper-parameter combinations and
found that C(32)+P+2D was the best one among architectures without speaking
styles. From the results, we can see that batch normalization layer didn’t show
any improvement in these cases and could not outperform the ResNet18. How-
ever, when the Gram layer along with a batch normalization layer is used, all con-
figurations shows significant performance increase with the C(128)+G+B+2D
achieving the best audio based AAPR results.

Table 2 shows the Big-Five traits and the interview score classification results.
The ground truth labels and the system predictions were binarized based on the
training set mean scores. If a given score is above the corresponding mean, the
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label or the prediction is considered positive, otherwise - negative. The accuracy
results also show that our proposed architecture brings significant improvements
for both the personality traits and interview variable.

We also noticed that the Gram layer cannot be jointly trained without a
batch normalization layer (e.g. C(32)+G+D didn’t converge). The reason might
be that the values of the Gram matrix are changing dramatically for each batch
when the Gram matrix is not calculated from the pre-trained (fixed) convolu-
tional layer, but from a convolutional layer that is also being trained.

Table 1. 1 − MAE results. OPE: openness to experience. CON: conscientiousness.
EXT: extroversion. AGR: agreeableness. NEU: (non-)neuroticism. Inter: interview
invite variable. Ave: the average score of 5 traits (interview variable is not included).

System Ave OPE CON EXT AGR NEU Inter

Published Results

ResNet18 [9] 0.9004 0.9024 0.8966 0.8994 0.9034 0.9000 0.9032

OS IS13 [14] 0.8996 0.9022 0.8919 0.8980 0.9065 0.8991 0.8999

Models without Speaking Style

C(256)+B+P+D 0.8996 0.9017 0.8981 0.8980 0.9034 0.8968 0.9013

C(32)+B+P+2D 0.8999 0.9021 0.8970 0.8984 0.9038 0.8981 0.9017

C(32)+P+2D 0.9004 0.9023 0.8964 0.9005 0.9047 0.8983 0.9020

C(128)+P+2D 0.8993 0.9027 0.8948 0.8983 0.9040 0.8967 0.9013

C(256)+P+2D 0.9001 0.9022 0.8967 0.8994 0.9043 0.8979 0.9022

Models with Speaking Style

C(32)+G+B+D 0.9013 0.9025 0.9008 0.9004 0.9035 0.8993 0.9044

C(128)+G+B+D 0.9050 0.9055 0.9054 0.9040 0.9063 0.9038 0.9083

C(256)+G+B+D 0.9053 0.9058 0.9055 0.9049 0.9068 0.9037 0.9078

C(128)+G+B+2D 0.9061 0.9062 0.9072 0.9049 0.9073 0.9049 0.9101

Table 2. Big five traits and interview variable F1 score results for different systems.

System Ave OPE CON EXT AGR NEU Inter

Published Results

OS IS13 [15] 67.93 - - - - - 69.25

Models without Speaking Style

C(32)+P+2D 68.35 70.15 69.90 68.50 64.79 68.40 69.30

Models with Speaking Style

C(128)+G+B+2D 70.92 70.45 74.16 70.50 66.44 73.05 72.20
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4 Conclusion and Future Work

In this work, we developed a convolutional neural network with the Gram matrix
that is intended to capture the speaking styles for audio based AAPR.

The proposed architecture can learn to capture the speaking styles end-to-
end and the experimental results showed that the idea of style capturing also
works in the audio domain. The correlation between different dimensions of a
speech signal can help to infer the personality traits and interview variable and
our proposed system C(128)+G+B+2D achieves the state of the art results for
audio based AAPR: the average score of five traits is 0.9061 and the interview
variable score is 0.9101.

In future work, we plan to apply this technique on other modalities (e.g. text,
video) and merge it with generative adversarial networks (GANs) to generate
the voice with particular personality traits scores.
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