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Abstract. Text-based emotion analysis, an important task in Natural
Language Processing (NLP), aims to identify and understand emotional
tendencies in text. Recently, given their strong performance in text clas-
sification, Graph Neural Networks (GNNs) have been utilized in various
emotion recognition studies. They have excellent structural modeling
abilities but lack context encoding strength. On the other hand, Large
Language Models (LLMs) such as BERT and GPT are specially designed
to model the text context. Aiming to utilize both their advantages, we
investigated several ways to combine GNNs with LLMs for the emo-
tion recognition task. First, we used BERT to generate embeddings for
the graph document nodes. Next, we extended the system to include a
description of the input data’s emotional content obtained from GPT as
an additional node embedding. For experiments and system evaluation,
we used the GoEmotions dataset. The results clearly show that combin-
ing GNN and LLM improves the emotion classification performance by
20% to 30% compared to when either GNN or LLM is used alone.

Keywords: Graph Neural Network · Large Language Model ·
Emotion analysis and recognition

1 Introduction

In recent years, emotion analysis has gradually emerged as an important field
of Natural Language Processing (NLP) [15]. However, the traditional emotion
analysis methods have significant limitations when dealing with complex context
and text structure [3]. Sometimes it is difficult to combine context and situa-
tion [17,22], and the fixed vocabulary size may affect the performance. Some
words often have different meanings in different contexts, which may limit the
ability to predict the emotional content precisely [7,8,12]. A wide range of studies
in this area use categorical emotion labels which makes the emotion recognition
task a supervised classification task. However, continuous [9] or distributed [21]
emotion representation has also been explored.

The deep learning technology has significantly transformed the NLP field and
as a consequence the text-based emotion recognition methods. Large language
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models such as BERT [5] and GPT [16] have been utilized in various studies for
emotional analysis [1]. On the other hand, Graph Neural Networks (GNN) [25]
has also been used for text processing [10,24]. Furthermore, a system combining
GNN and BERT has achieved excellent results on the text classification task [13].
Following the same approach, we first built a GNN-based emotion recognition
system where document node features are initialized from the corresponding doc-
ument representation obtained from the BERT model. The results we obtained
in terms of emotion recognition accuracy were about 10% higher than if we used
only BERT or GNN models separately.

When the text documents are short and as in our case just a single sentence,
there might not be enough words to estimate the emotion category reliably.
However, using generative LLM such as GPT it is possible to extend the text
length and use the LLM power to elaborate on the emotional content of the input
sentence. This way we obtain additional text, longer than the original sentence
and closely related to its emotional content. Next, we use again the BERT model
to extract a representation vector for this additional text explanation. Finally,
vectors from both the original text and its explanation are concatenated and used
as node features for the GNN. This approach further improved the performance
of our system by another 15% accuracy compared to the combined BERT/GNN
case.

2 Graph Neural Network

Graph Neural Network (GNN) is a class of deep learning models designed for
processing graph-structured data. Entities in graph-structured data are repre-
sented as nodes, and the relationships between entities are represented as edges.
The goal of GNN is to learn useful representations from graph-structured data
and utilize these representations for various tasks. In Graph Neural Networks,
the adjacency matrix A is an important tool for describing graph structure. It is
a two-dimensional matrix that represents the connection relationships between
nodes in the graph. In the adjacency matrix, rows and columns represent nodes,
and the matrix elements represent connections between nodes. For a graph, if
there is a connection between node i and node j, the elements in the correspond-
ing (i, j) and (j, i) positions in the adjacency matrix typically have a value of 1
or represent the weight of the connection. If there is no connection between the
nodes, the corresponding element value is 0.

Each node encompasses a set of defining features. These features can vary
based on the application. Edges between nodes might signify connections
between entities with similar attributes, indicating some form of association or
mutual influence. In this context, these features constitute feature vectors, serv-
ing as mathematical representations of nodes that capture various properties
and characteristics within the graph structure.

The core idea of GNN is to aggregate neighbor information of nodes through
the message-passing mechanism and update the feature representation of nodes.
This process typically involves multiple iterations to capture information farther
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away in the graph. Eventually, each node’s feature representation will contain
information about its neighbors and more distant nodes.

2.1 Graph Convolutional Network

Consider a graph G = (V,E) where V (|V | = n) is a set of nodes, and E is a
set of edges. Let X ∈ R

n×d be a matrix containing all n nodes d-dimensional
features and let A be the adjacency matrix.

GCN [11] is a basic variant of GNN that aggregates node neighbor informa-
tion through graph convolution operations. The graph convolution operation of
GCN can be expressed as:

H(l+1) = σ( ˜D− 1
2 ˜A ˜D− 1

2 H(l)W (l)) (1)

where H(l) is the node representation matrix for layer l, W (l) represents the
weight matrix of layer l, ˜A = A+ I, ˜D is the degree matrix of ˜A, and σ is a non-
linearity such as ReLU [2]. Graphically, the operations in Eq.(1) are depicted in
Fig. 1. For the first GCN layer, the node representation is initialized by the node
feature matrix, i.e. H(0) = X.

Fig. 1. Single GCN layer operation.

The above Eq.(1) describes the operation of a single GCN layer. Generally,
several GCN layers are stacked for a complete GCN. The final layer represen-
tation H(L) is fed to a fully connected dense layer to obtain the model output.
The overall structure of a multi-layer GCN is shown in Fig. 2:

Fig. 2. The structure of a full GCN model.
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2.2 GNN for Emotion Recognition

A collection of document texts can be represented by a graph considering the
relationship between words and documents they are used in. Such a graph
includes two sets of nodes: word nodes and document nodes, each representing
one document or one unique word. Edges exist between each document node and
word nodes corresponding to the words in that document. Generally, no other
edges are needed, but following the approach taken in the TextGCN model [23],
we also add weighted edges between word nodes.

With GNN, estimating the document’s emotion is to find to which emotional
class the corresponding node belongs. This is a semi-supervised task since all the
node representations are used during training, but the loss calculation involves
only the labeled training nodes. The structure of such a graph is given in Fig. 3
and the adjacency matrix is defined as in Eq.(2).

Fig. 3. Graph structure representing documents collection.
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PPMI(i, j), i, j are words and i �= j

TF-IDF(i, j), i is document, j is word
1, i = j

0, otherwise

(2)

The word-document edge weights are the word term frequency-inverse document
frequency (TF-IDF) value and the word-word edge weights are set to the positive
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point-wise mutual information (PPMI) value:

PPMI(ωi, ωj) = max(log
P (ωi, ωj)

P (ωi)P (ωj)
, 0) (3)

where the word probabilities are estimated from the normalized word counts. In
the absence of additional information about words and documents, node features
are initialized with an identity matrix, X = In+m, where n is the number of
documents and m is the number of unique words, i.e. the vocabulary size.

3 Large Language Models (LLMs)

3.1 BERT-Based Emotion Recognition

BERT is a pre-trained language model built on the Transformer’s encoder archi-
tecture. There are several variants such as RoBERTa, DistilBERT, etc. which
have the same structure but differ in the way they are trained. BERT outputs
vector representations of the input words as well as a single vector represent-
ing the whole text document, the CLS output. Using this output it is easy to
build an emotion classifier as shown in Fig. 4. A couple of linear dense layers
take the CLS output and produce the estimated class probabilities using a soft-
max function. To achieve better performance on the downstream task, in our
case - emotion recognition, pre-trained models are usually fine-tuned [19] in a
supervised manner using the task data. The same approach can be used with
RoBERTa or DistilBERT models [1].

Fig. 4. Schematic diagram of BERT-based emotion recognition model.
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3.2 GPT-Based Emotion Recognition

Generative large language models such as GPT3.5 [16] have performed remark-
ably well in various text-processing tasks. Thus, analyzing the emotional con-
tent of a text and classifying it into several categories can be done using LLM
alone [20]. The simplest approach would be to create a proper prompt and obtain
the LLM answer. The architecture of an LLM-based emotion recognition system
is shown in Fig. 5. The LLM is instructed to analyze the input document’s emo-
tional content and label it using a set of predefined emotion classes and to output
the corresponding label.

Fig. 5. LLM-based emotion recognition system structure.

4 Combining LLM and GNN

4.1 BERT and GNN

In Sect. 2.2 we introduced the GNN for emotion recognition and defined the
initial node features as an identity matrix X = In+m. However, it is possible
to use the BERT-derived input text representations as document node features
which are much more discriminative and would ensure better performance [13].
In this case, the input feature matrix is defined as:

X =
(

Xdoc

0

)

(n+m)×d

(4)

where Xdoc is the matrix of d-dimensional embeddings of all the n documents
and the m word node feature vectors are set to zero. The block diagram of such
a system is shown in Fig. 6. The BERT model is used similarly as in Sect. 3.1
but without the output softmax layer.
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Fig. 6. GNN system with BERT-derived document node features.

To fully utilize the BERT power, the outputs of this system ZGNN can be
combined with the outputs of the BERT-only classifier ZBERT :

Z = λ · ZGNN + (1 − λ) · ZBERT (5)

where λ ∈ (0, 1) is the linear combination hyper-parameter. Similarly to [13], in
our experiments, we use GCN layers (see Sect.2.1) and denote this system as
BertGCN.

4.2 BERT, GNN, and GPT

The BERT model can provide highly discriminative document embeddings, but
when the input text consists of a single sentence with a few words the classifi-
cation task becomes more challenging. This problem can be alleviated using the
generation abilities of models such as GPT. With an appropriate prompt, based
on the GPT’s reasoning power, the information about the document’s emotional
content can be significantly expanded. As shown in Fig. 7, we instruct the model
to analyze the emotional content of the input text and provide a reasoning or
explanation of its decision within one paragraph. The contextually rich explana-
tions generated by GPT are transformed into representation vectors using BERT
in the same way the input documents are processed. Representation vectors for
the input and its GPT explanation are further concatenated and used as features
for the document nodes schematically depicted in Fig. 8.

5 Experiment

5.1 Dataset

The dataset used in this study is the GoEmotions corpus [4,18]. It consists
of 58K Reddit comments annotated manually. The comments are drawn from
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Fig. 7. Generating explanation from GPT3.5 for four input documents.

Fig. 8. Integration of GPT generated explanation representations into the BertGCN
system.

popular English Reddit subpages and labeled with 27 emotion categories. We
mapped those 27 categories to Ekman’s 7 emotion classes [3,6] which include
anger, disgust, fear, joy, neutral, surprise, and sadness. Comments comprising
only a single emoticon were excluded from the dataset reducing its size to about
54K. The dataset was randomly split into the train, validation, and test sets
with a ratio of 80:10:10%.
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5.2 Evaluated Models

We evaluated and compared several configurations of single-model systems as
well as combined GNN/LLM models.

• GCN: Only graph model with an adjacency matrix that doesn’t include
word-to-word edges. The nodes feature matrix is set to identity, X = I.

• BERT: Bert-based emotion classifier described in Sect. 3.1.
• RoBERTa: Same as the BERT model, but using the RoBERTa [14].
• GPT3.5: GPT3.5 based classification method described in Sect. 3.2.
• TextGCN: Same as GCN model, but with PPMI weighted word-to-word

edges in the adjacency matrix. The nodes feature matrix is set to identity,
X = I.

• BertGCN: Combined BERT and GCN model described in Sect. 4.1. The
nodes feature matrix is defined as in Eq. (4).

• RoBERTaGCN: Same as BertGCN, but using RoBERTa instead of BERT.
• RoBERTa + GPT3.5: A model where the classification decision is done

using only the concatenated representations of the input text and its GPT3.5
explanation. No GNN is applied.

• RoBERTaGCN + GPT3.5: RoBERTaGCN model including the GPT3.5
generated explanation representations as described in Sect. 4.2.

Each model’s hyper-parameters were manually optimized on the validation
dataset. Still, to ensure a fair comparison between them, we fixed some of the
parameters such as GCN or linear layer size and number. The BERT-style models
included 2 dense layers with sizes of 768 (or 1536) and 256 (or 7) respectively,
and the GNN models had 2 GCN layers. A learning rate of 1e-4 for used for the
BERT/RoBERTa fine-tuning, while the GNN parameters were updated with a
learning rate of 1e-3. Between the linear layers in all models, there was a dropout
layer inserted with a dropout probability of 0.5.

5.3 Results

We evaluated the emotion recognition performance of all the models described in
the previous section using standard metrics such as Accuracy, Recall, Precision,
and F1-score. Our test set consists of about 5000 sentences. The Precision, Recall,
and F1-score results of all the models are shown in Table 1. They are divided
into two groups: 1) Single model group including GCN, TextGCN, and BERT,
RoBERTa, and GPT3.5 models; and 2) Combined model group which includes
BertGCN, RoBERTaGCN, RoBERTa+GPT3.5, and RoBERTaGCN+GPT3.5
models. The results clearly show that the combined models achieve much better
performance than the single models. The GPT3.5 only result was lower than
our expectations, and this is probably due to the 0-shot prompt configuration.
However, when used for explanation generation in the combined models GPT3.5
provides a boost in the performance of up to about 15%. The accuracy scores of
all the models are given in Fig. 9.
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Table 1. Classification results (%) of all the models in terms of Precision, Recall, and
F1-score metrics.

Model type Precision Recall F1-score

Single Model GCN 61.99 52.33 43.81

GPT3.5 56.23 48.24 50.98

TextGCN 57.55 57.77 56.38

BERT 58.57 68.84 65.25

RoBERTa 60.15 65.82 64.29

Combined BertGCN 68.19 68.25 67.96

RoBERTaGCN 68.31 68.49 68.09

RoBERTa + GPT3.5 81.76 81.78 81.71

RoBERTaGCN + GPT3.5 84.44 84.51 84.36

Fig. 9. Emotion classification accuracy (%) of all the models.

6 Conclusion

In this study, we investigated the text-based emotion recognition performance of
various GNN-based and LLM-based models as well as several ways to combine
them. For the model training and evaluation, we used the GoEmotion dataset
reducing the original 27 emotion classes to Ekman’s 7 basic categories. All the
GNN-based models were trained from scratch while all the LLM-based models
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but the GPT3.4 were fine-tuned. Evaluation experiments clearly showed that
combining GCN and LLM models is effective and improves the performance by
up to 20%. Single GCN model results were slightly worse than single BERT or
RoBERTa, but higher than GPT3.5 which we attribute to the simple prompt
we used. However, when the representations of the GPT3.5 derived explanations
were included in the combined models a significant boost in the performance was
observed. The reason might be the fact that those explanations were much longer
than the input texts and their vector embeddings became easier to discriminate.

There are probably other possible ways to combine the Graph Neural Net-
works with large language models which based on our findings would also lead
to improved performance. The main goal of such approaches is to be able to
efficiently merge different views of the input document’s information content.
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