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Abstract. This chapter describes the theoretical underpinning, development and
evaluation of an online natural language generation app, the Question Generator.
This app individualizes language learning by creating interrogative statements
from declarative statements using a natural language generation pipeline, enabling
learners to create their own individualized practice activities. Learners candiscover
inductively how negation and auxiliary verbs are used in questions. A classroom
observation of learners using the web app was conducted with junior high school
students and university sophomores. Both groups were engaged and stayed on task
with minimum supervision. The individualization appeared to motivate learners
as they input sentences that were of interest to them. Learners were observed to
be particularly active when working in pairs. The Question Generator is the first
online tool that enables learners to generate questions based on user input, and
thus breaks new ground in the growing set of intelligent CALL tools.

Keywords: Computer-assisted language learning · Natural language
generation · Interrogative statements · Question formation · Individualized
learning · Discovery learning

1 Introduction

Teachers of English strive to meet the individual needs of learners. When teaching
individuals or small groups, teachers are more able to tailor the lesson content and
materials tomeet the needs of each learner. However, providing tailored content becomes
much more difficult as group size and group diversity increase. In mixed-level classes,
class teachersmay individualizematerials by providing different content and/or different
tasks to learners. This level of dedication is laudable, but it requires a significant time
commitment from teachers.

The problem, in short, is how to personalize materials to suit the needs of each
learner. This may involve providing the: (1) same content (e.g. a reading or listening
text) with different tasks, (2) different content with the same task, or (3) different content
and different tasks. All three options involve additional work by the materials developer.
For paper-based materials, teachers most likely need to prepare and print the materials
prior to class. However, for resources that are available online and open-access, teachers
and students simply need access to a wifi-enabled device. The development of online
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resources that adapt to user needs and levels takes significant programming ability and an
equally significant time cost. However, by harnessing resources that have been developed
and deployed online, teachers and students can use them with little or no preparatory
work.

The golden chalice of materials development is on-demand generation of individu-
alized or personalized materials that meet the needs and expectations of learners. This
involves creating a software program that can output personalized materials for each
user. By harnessing natural language generation (NLG), materials may be created from
user input. Using NLG provides more control over the language than using authentic
texts. NLG software can pitch the materials generated accurately to the level of the
learner based on the parameters and vocabulary sets specified in the software.

This chapter shows how natural language generation can be used to create materials
related to the aims, level and interests of learners. An early prototype of a web-based
NLG application, the Question Generator, serves as the vehicle to illustrate how NLG
can be used to provide learners with relevant examples.

The remainder of this chapter is organized as follows. The importance of exposure
to language and the necessity to notice specific language features are discussed in the
following section. The trend to adopting more interactive and individualized learning
approaches is thendiscussed in the subsequent section.Themove fromcomputer-assisted
language learning (CALL) to intelligent CALL is described next. The focus is then nar-
rowed to NLG, one domain within the broader field of natural language processing.
Having established the theoretical underpinning for adopting NLG for pedagogic pur-
poses, the Question Generator is then introduced in detail. The design, development and
deployment of this online tool is described in a (relatively) non-technical manner. The
method and results of the classroom observation of pilot testing with high school and
university students are detailed. The extent to which the Question Generator meets the
needs of the learners during the classroom observation is reported. The chapter finishes
with a prediction that intelligent CALL is set to be a game-changer in materials devel-
opment in the same way that online dictionaries and machine translation created a sea
change in the way that language learners read and learn online.

2 Background

Children acquire fluency in the languages to which they are exposed. Krashen explains
this using the concept of comprehensible input (Krashen 1982), asserting that vocabulary
is acquired through reading (Krashen 1989). According to Piaget (1956), the breadth
and depth of the language proficiency of children ranges widely depending on the types
of interactions they are involved in. Likewise, adult language learners require exposure
to learn a new language. Adults raised in monolingual environments with little interac-
tion with speakers of the target language tend not to develop productive fluency. This
is particularly true in countries, such as Russia and Japan, where there is little need
or opportunity to use English in daily life. In short, exposure to input-rich language
environments provides opportunities to learn the language; conversely, with no expo-
sure, there is no opportunity to learn (Griffiths and Soruç 2018). The importance of
exposure underpins the approaches in many language learning textbooks and second
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language learning classrooms. Every classroom and every coursebook includes the tar-
get language even if rubrics and explanations are provided in a different language. A
widely-used approach in second language teaching is for the teacher and/or the teaching
materials to systematically expose learners to target language items, such as vocabulary
sets or grammatical structures (Spratt et al. 2005). Nowadays, the target language items
are commonly contextualized in textbooks using authentic and semi-authentic written
texts (Little 2014).

When target language is presented in context, learners may be given comprehension
questions to guide them to understand the gist of the whole text and specific meanings of
key parts of the text (Hondo 2015). Despite skimming and scanning the text to answer
the comprehension questions, learners may not have paid much attention to the target
language itself. In communicative language teaching, learner attention is often drawn
specifically to the target items by first focusing on its meaning, then its structural form,
pronunciation and appropriacy of use (Isaacs 2009). Simply put, learners are guided to
notice the target language. This noticing is said to give them the opportunity to learn the
language. Consider how you would say thank you in a language that is extinct. Would
you not have to see or hear it, before you could learn it? However, with some extinct
languages there are no audio or textual records, and so these languages are destined to
remain extinct. The noticing hypothesis proposed by Schmidt (1990) claims that noticing
language features is a necessary precursor to learning the language features. In short, if
learners are exposed to a particular language feature in context, but do not pay attention
to that feature, the learners will not learn the language feature. However, if learners
consciously notice the target feature, then there is the possibility that they may learn
that feature. In a nutshell, failing to notice rules out learning. The noticing hypothesis
has received criticism because of the lack of theoretical basis and the difficulty to test
the hypothesis (Truscott 1998). Despite this, the day-to-day activities of many language
teachers appear to focus learners on target features to help students learn those features.

If we accept the proposition that it is necessary to get learners to notice language
features to help them learn or acquire those language features, then the dilemma for the
teacher is how to get the learners to notice the target features most effectively and most
efficiently. Most textbooks for language learning focus on the written form of language
features. Even when a word or structure is presented in a listening text, students are
frequently asked to examine the written transcript. For example, when helping learners
understand how to formulate closed questions, learners need to be exposed to the various
question forms. Students hearing (or reading) “Are you okay?” might be able to gener-
alize the form to “Are you ready?” but may overgeneralize to “Are you understand?”
if they failed to notice that the auxiliary verb be is used to create closed questions when
the predicate is an adjective. Learners need to notice how different auxiliary and modal
auxiliary verbs are used to be able to ask grammatically-correct questions with differ-
ent main verbs in different tenses. This is usually systematically dealt with in course
materials, often with the help of mainstream textbooks. Textbooks invariably introduce
the more commonly-used tenses, such as present simple and past simple before the less-
frequently used and more complex tenses, such as past perfect and future progressive
(Aitken 2021).
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3 Learning and the Individual

Textbooks used in language learning classrooms reflect the fashionable orthodoxies at
the time of press (Harwood 2014). Many language schools base their curriculum on
textbooks and many teachers base their classes on the approach and activities con-
tained in the textbooks. Language teaching approaches and methods have changed
over the years. Grammar translation dominated language learning for most of the
last two millennia (Chang 2011). However, in the last century multiple new teaching
approaches were introduced including direct method, audiolingual, communicative and
post-communicative.

A general trend that can be identified among these approaches is the move from
lockstep classroom teaching in grammar translation to a focus on interaction (Long and
Porter 1985) in communicative and post-communicative approaches. Although learn-
ing can occur without teaching, and teaching can occur without learning; our hope as
teachers is that there is some correlation between our teaching and student learning. In
an effort to increase the amount of learning, students are encouraged to more actively
participate. In language classes, active participation tends to be achieved by encourag-
ing students to work together through the use of pairwork and groupwork. Teachers set
students tasks or activities to work on with their partner(s). These tasks may be classed
as information or communication gap activities (Nakahama et al. 2001). Language labs
gained in popularity in the 1950s and 60s (Alexander 2007). Students in language labs
tended to interact with audio materials, which often involved shadowing or responding
to audio prompts (Hamada 2019). The use of technology in the language labs enabled
learners to practise at different levels simply by selecting materials that were pitched at
different levels. There was a strong movement to self-access centers in the 1980s and
90s, which again changed the type of interaction. Learners were now being encouraged
to study autonomously without regular access to a teacher (Benson 2001). Although
pairwork and groupwork is still encouraged, most learners availing themselves of these
centers interact with online resources. The Centre for Independent Language Learning
website1 developed by Andy Morrall at Hong Kong Polytechnic University was one
of the first online resources that provided learners with multiple client-side interactive
activities.

Ubiquitous access to the internet, affordable wifi-enabled devices and a relatively
tech-savvygeneration of language learnerswhogrewupplayingonline games, relying on
search engines and checking social media sites has again altered the language learning
technoscape (Appadurai 1996). The internet is a rich source of input with an infinite
stream of reading and listening texts. Learners who need to check or look up information
on grammar or the meanings of words are spoilt for choice.

The advent of intelligent CALL gives both teachers and learners the opportunity to
generate their own practice materials on demand. This obviates the need for materials
developers to produce a vast bank of materials from which materials for each indi-
vidual learner can be selected. By combining the power of artificial intelligence with
genre-specific templates based on corpus studies, tailormade texts can be generated
on demand. Until now, texts have been categorized into the authentic or non-authentic

1 Https://elc.polyu.edu.hk/cill/.
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dichotomy; but perhaps the human-created or computer-created will become a more
important dichotomy in years to come as the number of computer-created texts increases.

Students learning languages in classes tend to be grouped together by age and/or
ability. In most cases, the whole class studies the same language points using the same
material. For example, Japanese students attending junior high school are taught the same
content in the same manner with the same material regardless of the interests and ability
of each student. Japanese school students are relatively homogenous, having followed
the same school curriculum taught using government-approved textbooks. Many class-
rooms worldwide have far lower levels of linguistic, cultural, and social homogeneity.
Individualized learning is achieved by matching the content, mode and pace of learning
to each learner. Although the Japanese junior high school students are likely to share
the same mother tongue and many cultural values, each student has different learning
styles, learning preferences, interests and language competences. Individualized learn-
ing aims to tailor learning to each learner profile. For example, materials may be offered
at slightly different levels with learners able to self-select the level appropriate for them-
selves, which enables learning to be individualized based on language competence. In
an attempt to cater to learning style preferences, learners may be provided with materials
that reflect their preferences. To facilitate individualized learning, technology is often
used. By harnessing both machine learning and computer-assisted language learning,
learning may be personalized to each learner.

4 Intelligent CALL

Computer-assisted language learning (CALL) made inroads into the classroom in the
1980s, but took off in the 2000s. Nowadays, increasingly more language learners are
using their mobile phones to access learning materials online. The increase in ownership
of mobile devices and the ubiquity of wireless connections to the internet resulted in
a new subdomain of research and practice, namely mobile-assisted language learning
(Chinnery 2006). The mobile-first approach (Mullins 2015) in which web apps and
webpages are designed first to function on the smaller viewport of mobile devices is
now standard practice for website developers.

One of the domains gaining popularity recently under the umbrella of CALL is
intelligent CALL (iCALL) (Volodina et al. 2012), which harnesses natural language
processing for language learningpurposes (Gamper andKnapp2002).However, it should
be noted that iCALL is over three decades old.A summary of the research and practices of
iCALL was published back in the late 1980s (Bailin et al. 1989). However, the high cost
of computers, limited access to the internet and the technological knowledge hurdle were
barriers that hindered its transition to mainstream language learning. The combination
of recent breakthroughs in machine learning combined with increasing accessibility to
the internet are a driving force for iCALL.

Language learning applications harnessing iCALL have been created to help learn-
ers with pronunciation (Boitsova et al. 2018; Bogach et al. 2021; Qian et al. 2018),
grammar (Ward et al. 2019; Purgina et al. 2020) and writing (Chukharev-Hudilainen
2019; Chukharev-Hudilainen and Saricaoglu 2016). All of these learning applications
use natural language processing to search texts for patterns, but none of them uses natural
language generation.
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One natural language generation tool that is utilized in classrooms, but was not
developed for language learning is a Conversational User Interface (CUI). There are two
types of CUI: chatbots and voice assistants. The early version is the chatbot. Chatbots
engage in conversations with humans (or other chatbots) by generating responses to
declarative statements and answers to interrogative statements. Chatbots are designed to
simulate human-like conversation using textmessages and have been used inCALL (Wik
and Hjalmarsson 2009). Chatbots use artificial intelligence when generating responses
and answers.More recently, voice assistants communicate via voice user interfaces, such
as Alexa (Amazon), Google assistant (Google) and Siri (Apple). Open access to natural
language processing (NLP) platforms, such as Dialogflow (Google)2, allow educators to
tailor Conversational User Interfaces for language learning. Such CUIs can be designed
using a combination of general modules offered by the platform and specific modules
that relate to the needs of the learners. Voice-driven artificial intelligence assistants
(e.g. Alexa) can be trained to interact with learners in a variety of contexts, which can
provide language learners with valuable fluency practice (Dizon 2017; Dizon and Tang
2020). However, because of the nature of machine learning, it is difficult to understand
how the speech is generated. Natural language generated by rule-based parsing is easier
to control and can provide learners of English with practice activities tailored to their
specific interests and needs.

Data-driven learning (Boulton 2017; Hadley 2002) is one way in which learners can
be exposed to particular language features. The most common source of data is from a
corpus (e.g. Braun 2007; Chujo et al. 2012)whichmay be accessed using a concordancer,
such as the popular open-access free-of-charge downloadable AntConc (Anthony 2022)
or via an online subscription platform, such as Sketch Engine (Kilgarriff et al. 2014).

A novel way to provide learners with data is by creating texts automatically using
natural language generation (NLG) pipelines. According to McDonald (2010, p. 148),
natural language generation started to flourish in the 1980s as a subfield of computational
linguistics. One of the first types ofNLGwas the creation of random sentence generators,
which were developed to check grammars.

There are two main approaches to NLG: rule-based and probabilistic (Blake 2020).
With a rule-based approach the software developer has greater control over the syntax and
lexis used in the generated text, whichmay help the developer pitch the level of the text to
its target users more easily. With a probabilistic approach, machine learning is used and
so the training data greatly impacts the generated text. Any biases or idiosyncrasies in
the training data are likely to be reflected in the texts produced. The software developer
has less control over the output produced by machine learning approaches. Machine
learning, including deep learning, are so-called black box approaches, since it is not
possible to see or understand exactly how the system works (Rubin 2019).

Language awareness raising activities help learners notice linguistic features. The
practices of many language teachers are founded on the principle that noticing is a pre-
cursor to learning (Ellis andMifka-Profozic 2013). NLG is a scalable method to provide
controlled individualized practice that help language learners notice language features.
NLG for language learning is a relatively new innovation. This nascent application of
pedagogic NLG is firmly situated on the cutting-edge of intelligent CALL.

2 Https://cloud.google.com/dialogflow/docs/.
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5 Question Generator

The inspiration for this tool stemmed from a controlled practice activity used in English
language classrooms, in which learners create as many questions as possible based on a
given sentence. This allows students the choice of selecting which question to ask, yet
given the limited number of choices, teachers can anticipate the types of mistakes that
learners make. For example, using the input sentence in (1) and limiting the question
types to open questions, two different types of questions (i.e. subject and predicate)
may be asked. Subject questions involve replacing the grammatical subject with an
interrogative pronoun, while predicate (or object) questions use inversion and require an
appropriate auxiliary verb.

(1) I woke up on the sofa at seven o’clock this morning.
Students can select from four different interrogative pronouns (i.e. who, where,

what and when) to create questions such as those shown in examples (2) to (5).
(2) Who woke up on the sofa at seven o’clock this morning?
(3) Where did you wake up at seven o’clock this morning?
(4) What time did you wake up on the sofa this morning?
(5) When did you wake up on the sofa at seven o’clock?

Examples (6) to (9) show some of the common mistakes made by Japanese learners
of English. In example (6) the tense of the main verb should be past simple and not
present simple. In example (7) the auxiliary verb did is omitted. Tense is a problem
again in example (8) as both the auxiliary and main verb carry past tense. The auxiliary
continues to cause problems in example (9), but this time the issue is using the incorrect
auxiliary verb and incorrect tense.

(6) Who wake up on the sofa?
(7) Where you wake up this morning?
(8) What time did you woke up on the sofa this morning?
(9) When are you wake up on the sofa this morning?

Practice activities like this can be personalized by allowing learners to supply the
initial statement. This provides learners with the freedom to select the topic, length and
complexity of the declarative statement, which in turn affects the questions.

All question types present challenges for learners of English. The threemain question
forms are open-ended, closed-ended and tag questions. Open-ended questions can be
subdivided into questions that ask about the subject or the predicate, each ofwhich adhere
to different grammatical rules. Many learners of English struggle to create grammati-
cally accurate questions. There are numerous reasons for this, including the necessity to
manipulate the syntax of a declarative statement into the appropriate form for an inter-
rogative statement. Different types of verbs (e.g. stative, dynamic) behave in different
manners. Tense, voice, aspect and modality of the finite verb phrase affect the syntax
used in questions.

Prototype proof-of-concept natural language generation tools were created by com-
puter sciencemajors in theUniversity of Aizu enrolled in a credit-bearing elective course
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on computational linguistics. The course followed a Content and Language Integrated
Learning (CLIL) approach with the two-fold aim of developing both content knowledge
and language proficiency. In terms of content, learnerswere required to analyze linguistic
patterns occurring in different language systems (e.g. phonemic, syntactic) and master
powerful search expressions used in programming called regular expressions. A number
of prototype web apps were created. These including a trend description generator, a
closed question responder and a very basic question generator. The trend description
generator automatically creates a descriptive text from data values, which may also be
used to create a graph or bar chart. The closed question responder provides positive
and negative short answers to any closed question. A number of initial question gener-
ators were created, each of which focused on one type of question. These prototypes
informed the development of a more sophisticated question generator that is the focus
of this section.

Having established the feasibility of turning the inspiration of a question generation
tool into a web application, the next step was to create a high-fidelity prototype to
help Japanese learners of English learn the form of various question types by providing
unlimited examples.

The Question Generator is the first release of a natural language generation web app.
A technical description of the design and development of theQuestionGenerator is avail-
able in Vu and Blake (2021). Although many NLP researchers work on problems related
to question answering, almost all focus on extracting answers to questions from texts.
However, this intelligent CALL tool generates questions rather than answers. Although
there is a substantial amount of research on question generation presented at top-tier
computational linguistics conferences, there is a lack of operational deployments. Apart
from releases from our laboratory, no online question generation tools were discovered
at the time of writing. An extensive search of the literature revealed no reports of any
system specifically created to generate questions based on an input sentence for language
learning purposes. Systems that rely heavily on neural networks to create sentences may
provide authentic examples, but the complexity and vocabulary of the generated ques-
tions is not graded to the level of the input sentence, potentially making the questions too
difficult to understand. The Question Generator therefore breaks new ground by being
the first online tool to generate questions from user input to help learners of English.

The Question Generator creates interrogative statements from declarative statements
using natural language generation. This is achieved through an extensive set of transfor-
mation rules supplemented by machine learning to generate appropriate questions. This
system enables learners to create their own individualized controlled practice activities.
Learners can input a sentence and the web app automatically generates three types of
questions: closed-ended, open-ended and tag.

By comparing the input and output, learners can raise their language awareness of
syntax either inductively or deductively (Shaffer 1989). For example, through interacting
with the web app, learners can discover how negation and auxiliary verbs are used in tag
questions, and induce the rules that govern the syntax. When used deductively, learners
can create questions based on an input sentence, and then compare the questions that they
have created with those created by the Question Generator. They can then analyze and
evaluate differences between the questions to determine which (if any) are inaccurate.
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To use this web app, users simply need to navigate to the website, input a declarative
statement and select the required question type. Learners can select to generate closed-
ended, open-ended and/or tag questions. Figure 1 shows a screenshot of the graphical
user interface of the web app for a very short simple sentence taken from the popular
coursebook Headway Beginner.

Fig. 1. Screenshot of the output for “There are two lamps.”

Figure 2 shows how the Question Generator deals with a slightly more complex
sentence. In this case, the grammatical subject comprises two entities, namely Mary and
Tom. This needs to be resolved to the plural pronoun they to create a tag question.

Figure 3 shows the result for a simple sentence that contains multiple adverbials.
In addition to the necessity to identify time and location adverbials in order to deter-

mine the most appropriate interrogative pronoun, the fronting of the time adverbial Next
week poses another challenge. In the question forms, time adverbials are usually placed
at the end of the clause rather than before the interrogative pronoun. However, it should
be noted that in the third open question, a rather formal and marked question is gener-
ated due to the fronting of the prepositional phrase From Canada. A more appropriate
question form would be: Where will my aunt be flying to next week?

Automatic question generation is technically challenging for a number of reasons.
Two particularly notable issues were the selection of syntax and pronouns (interrogative
and personal). The primary substantial challenge is to be able to create the correct syntax
for the question form being constructed. Transformation rules were created to map each
of the three question forms to generic text inputs. A detailed and rather technical expla-
nation of the way in which transformation rules are applied is given in Vu and Blake
(2021). The transformation from declarative to interrogative statement is exacerbated by
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Fig. 2. Screenshot of the output for “Mary and Tom walked to school.”

Fig. 3. Screenshot of the output for “Next week my aunt will be flying from Canada to Japan.”

having to deal with tense, voice and aspect, each of which impacts the form of the ques-
tion. The automatic selection of appropriate interrogative pronouns is also problematic.
There is a plethora of research on pronoun resolution, in which the pronoun is mapped to
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the entity it represents. However, there is a paucity of research on pronoun generation in
which entities are mapped to pronouns. In the English language classroom, teachers can
provide general guidelines to learners to select appropriate interrogative pronouns, such
as to use where for places, who for people and what for things. Students are generally
able to differentiate between places, people and things. However, for software, words
are just a series of letters, referred to as a string. In order for the software to classify
strings as places, people or things, a combination of extensive lists and machine learning
is needed. To provide an example of the complexity of the task, a three of the many rules
are given below.

(10) When the head word of an adverbial phrase is on the adverbs of time list, usewhen.
(11) When the head word of a noun phrase is an entity of the type geo-political, use

where.
(12) When the distance from the head word vector to the vector human in the semantic

space is less than the distance to the vector object, use who.

The rule shown in (10) is straightforward and may be thought of in practical terms
as when expressions like yesterday and last month are used, questions using when are
created. The rule in (11) means that the pronoun where is assigned when names of
regions, such as Ohio, the United States and the Himalayas are detected. The rule shown
in (12) is rather complex, but involves predicting the likelihood that the head word is
human using machine learning. The accuracy rate of the interrogative pronoun selection
is highest when based on the presence of a single word or phrase, lower when based
on identification of entity type and the lowest when based on the decision of a machine
learning classifier.

When creating open or closed questions, there is no need to replace entities with
pronouns, but in order to create sentence tags, the pronoun for the grammatical subject
needs to be determined. This raises a number of issues that need to be overcome. The
number of a noun needs to be established so plural nouns may be assigned the pronoun
they. This was achieved in part by handcrafting subject-pronoun rules based the noun
phrases (NPs) and subject-verb agreement.

In cases where the subject is a proper noun, named entity recognition is used to
identify names used for people. Machine learning is harnessed to classify given names
by gender based on a training set of 7000Western names and 500 Japanese names. Other
proper nouns that are not categorized as names of people and then compared for gender
based on an extensive list of genderized nouns. Common nouns are classified using a
complex algorithm harnessing word embedding, semantic representation and machine
learning (see Vu and Blake 2021 for more details).

6 Classroom Observation of Pilot Testing

Pilot testing is used to verify whether a software program or system works under typical
operating conditions. Generally, a group of real-world end users are asked to try out a
program or system (Rossett and Schafer 2012). In our case, we also observed participants
using the web app. The Question Generator was trialed during the development period
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with small focus groups of students known to the developers. The purpose of these focus
groups was to enhance the usability of the tool by observing how learners interact with
the tool with the view to improving the user interface and user experience. However, to
get a fuller picture of whether the web app meets user needs, two different age groups
of users were observed using the Question Generator. The first was a cohort of junior
high school children (n= 30; male= 14; mean age= 15, CEFR3 =A1) and the second
was a class of university sophomores (n= 48; male= 44; mean age= 20, CEFR= A2
and B1), majoring in computer science and engineering. Each focus group of between 6
and 10 spent one teaching period (50 min) to try out the Question Generator, and share
their feedback. There were two prepared questions for each focus group:

1. What did you like or dislike about the Question Generator?
2. How can we improve it?

To drawoutmore information for the participants, probing and clarification questions
were asked to gain a better understanding of what we should improve in the next release.

During the classroom observation, the learners accessed the Question Generator via
either a desktop computer installed in the language laboratory in which the study was
being conducted or via their own wifi-enabled device. The junior high school children
shared workstations and worked in pairs. The university students were given the option
to work alone or in pairs. Around half of the university students opted to work in pairs
while the remaining students worked individually.

Both the junior high school students and university students appeared to be engaged
and on task during the study period. The class teacher introduced the Question Generator
in a similar manner in both studies by showing how to access the web app. Students
worked with minimum supervision in both studies.

Despite the differences in the number of years having studied English, both groups
had difficulty formulating syntactically correct questions in English. This web app thus
meets a need in terms of appropriacy of content as both school-age students and uni-
versity learners struggled at times to create grammatically-accurate questions for the
input sentences. Both groups had a reasonable mastery of commonly taught and highly
frequent question forms, such as: “What is your name? What time is it? Can you help
me?”, but struggled with longer question forms.

The usage of the web app differed slightly between the two cohorts of students. The
schoolchildren entered shorter sentences on more concrete topics, such as “I went to
school yesterday” while university learners entered more complex and more abstract
sentences, many of which were copied from online sources. The junior high school
students tended to input sentences that they created related to their interests but also
input sentences that were copied from their English textbooks.

The tutor noted that in both groups learners were particularly active when working
in pairs on one monitor. This may be due to increased opportunity for interaction and
the students desire to or willingness to communicate with their classmate. However, this
dynamic is unlikely to be directly related to the web app itself.

3 Common European Framework of Reference for Languages.
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The individualization appeared to motivate learners as they were able to input sen-
tences that were of interest to them. Participants in both classroom observations smiled
and joked while entering statements for the Question Generator. Although enjoyment
may not correlate directly to learning, students are likely to spend more time on tasks
that are enjoyable (Fielding 2020). The ability to choose topics, vocabulary and gram-
matical structures gave learners a wide range of autonomy and added the possibility for
them to energize their learning. The junior high school students, in particular, appeared
to draw on in-jokes when entering statements. Although both groups in this study were
courteous; with less well-behaved groups, it could be necessary for teachers to check
that learners are not inputting statements portraying their peers in a negative light.

Based on feedback from the learners, a colorization feature is planned. Different
colours may be used for words based on whether or not the words are present or absent
in the original statement, or their form has been altered. When implemented this feature
can help learners understand which elements in the question are borrowed, altered or
not present in the original declarative statement.

7 Conclusion

Using NLG enables users to create language learning materials on demand based on
user input. This obliviates the need to prepare inordinate amounts of materials to meet
the needs of learners. The generation of single statements for pedagogic purposes is
already possible as the QuestionGenerator has shown. Althoughmany genres of writing,
including scientific research articles, have been automatically generated using NLG,
none of these controlled the language based on sophistication and suitability for language
learning. Other natural language generation tools currently under development, such as
the trend description generator, involve the generation of a paragraph that serves as a
prototypical example of this text type. This type of language generation has to be based
on insights gained from specialist corpora to ensure the appropriacy of the rhetorical
organisation and lexical realization.

Natural language generation simplifies the process of individualizing materials for
language learners as the decisions and parameters are built into the software prior to
the materials being created. By utilizing existing libraries and lexical lists, texts can be
individualized to learners. In the case of the Question Generator, learners determine the
content of the question by inputting a prompt sentence whereas in the trend description
generator, learners input or select data values (e.g. time periods and numerical values)
that can be used to create a graph or bar chart, and concomitantly an accompanying
textual description of the visual. Future tools could ask users to input details regarding
various parameters, such as language level, learning styles and preferences. These details
may be used to inform the mode, manner and medium of texts generated.

The Question Generator is the first online pedagogic tool that enables learners to
generate questions based on user input, and thus breaks new ground in the growing set
of intelligent CALL tools. However, the selection of an appropriate hosting platform
needs to be ironed out before this is released for general use. There are currently three
versions of this software, each with slightly different levels of accuracy. The version
with the lowest accuracy is deployed on a free plan on Heroku, which is a platform
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that allows developers to run applications in the cloud. Although this is free, access is
limited and once the threshold is reached, the web app is not accessible. In this version
fewmachine learning functions are integrated to reduce the processing time. The second
most accurate version is deployed on a pay-for-use platform, Amazon Web Services
(AWS). The running costs, however, rise substantially as the number of users increases.
More machine learning functions are included, which results in higher accuracy than for
the free version on Heroku. The most accurate version runs offline, and is able to use
machine learning with a time delay of only a few seconds. Thus, our current dilemma
is the trade-off between running cost and performance. Two ways under consideration
to support the running costs of the web app are using an advertising model and/or a
subscription model for regular users, which could allow guest visitors to use the web
app free of charge.

Although natural language processing pipelines can generate language (questions
in our case) on demand, sharing such pipelines with a wider audience is a challenge.
Intelligent CALL is set to radically impact online language learning, but the true power
of iCALL will probably only be available once a suitable hosting platform model has
been created. Video sharing platforms, such as YouTube, were a game changer for video
creators. Let’s hope that an entrepreneur sets up a similar such platform for iCALL tool
developers to share their creations freely.
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